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and storage times, these require spectral hole-burning whose bandwidth is limited by
the splittings of spin levels. Methods exist to create high bandwidth delays lines with
holeburning[2|, but they cannot be efficient or long-lived. By utilising the spectral-hiding
property of the gradient echo. methods to overcome this limitation are described for the

first time.
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Figure 1.1: Bloch-sphere representation of a qubit. A single (pure) qubit is represented
by a point on the surface, while an ensemble is in general represented by a point within
the sphere. A classical probabilistic bit may be represented as point on the w axis.

computers hecome available, the pace of algorithm development should naturally increase.

There are also other uses for this new type of logic. Perhaps most attractive for a physi-
cist. quantum computing promises the efficient simulation of quantum systems. The most
immediate application though is using quantum information as a secure communication

tool. That is, building quantum networks,

1.1.1 Quantum Bits

The qubit is so named as the quantum analogue to the classical *bit". It is the smallest unit
of quantum information. Any two-level quantum system may be thought of as a qubit, a
regular example of which is a spin-1/2 particle (e.g. a nuclear spin) [12]. Systems with
3 and more levels (qutrits, qudits) have also been considered. but it is unclear whether

there is a benefit to outweigh the added complexity.

Any qubit may be represented by a linear combination of two states [} = 1]0) +e2]1),
where of course ¢; and ¢, are complex numbers. Neglecting the global phase factor and
noting the normalization restriction that [e;|? +|es]? = 1, we see that a single qubit may be
represented by two real numbers. A qubit with some classical uncertainty, or alternatively

an ensemble of qubits. may be represented by a density matrix with three free parameters.

by — b,
o u. by — thy (1.1)
by +iby 1 -a

The closest classical analog is a stochastic bit, which only needs a single parameter.
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Eigenmodes of a squaro cavity

Figure 1.3: When talking about the EM field in free-space, it is common to decompose
it into modes of an infinite box. This quantisation scheme is due to Dirac. The choice of
basis is arbitrary however, because any mode is allowed by the infinite box.

laboratories have approximately infinite space)”. As we do this the spectrum of allowed
modes becomes continuous. Combinations of standing wave may now be used to describe
an arbitrary shape. When 3 space dimensions are allowed, these fundamental modes are
plane waves, and combinations of these can give any observable field: the Gaussian cross-
sections of laser beams. spherical radiation from a point source etc. Breaking down free
modes in terms of these plane waves is sometimes called Dirac's quantisation.

Plane waves of fixed frequency and unlimited spatial extent are only one choice for a
basis. With our infinite basis set. we can construct any well-defined function. and any
well defined function may be considered part of a basis function for constructing others.
We might reverse our initial thinking and consider plane-waves as a linear combination
of non-stationary, travelling pulses of arbitrary shape. Any well-defined envelope in space
and time is a candidate for being called a mode. The condition for any 2 such modes to
be orthogonal remains the same, that their overlap integral in the space and time is zero.
This more general definition of modes was first discussed by Titulacr and Glauber [30],
and further elaborated recently by Smith and Raymer [31].

So when we talk about a mode we mean specific spatial and/or temporal profile of
light. The modes we usually encounter are those that we generate using a laser. Thus in
time we have pulses, and in space we have a Gaussian beam profile. Two laser beams may
be ‘mode-matched’ spatially if they the same beam profile, propagation direction etc. in

space. If they are also pulsed synchronously. they are also mode-matched in time.

*It is more usual to describe our free modes as those having leaked out of an infinite cavity, rather than
still being in one. The principle however is the same.
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Figure 1.4: A single mode of the field is further quantised according to quantum mechanics
into states of the simple harmonic oscillator (in field amplitude, not space). a) Energy
eigenstates. corresponding to photon occupation. They oceur only at discrete energies.
b) Solutions with an oscillating behaviour are also possible, called colierent states. Their
energy is not definite. Unlike the eigenstates, their spectrum is not unique and any mean
energy is possible. We show here a random selection of mean energies. For both graphs.,
the dotted lines represent the wave-function half an oscillation (a phase of #) later.

1.2.2 Quantization of a Single Mode

Having defined a mode, we may wish to measure some property of the field in it. When
we try to do this with high sensitivity, we run into quantum mechanics. The energy in the
field is proportional to the field squared, and is described by a Hamiltonian with the same
form as the harmonic-oscillator®. Only the ‘motion’ is occurring not in space. but in field
amplitude. Thus a single mode of the field is quantised in the same way as the eigenstates
of the quantum harmonic oscillator. This is sometimes known as ‘second quantisation’.

The quantum harmonic oscillator is discussed in depth in any introductory textbook
(e.g. [32.33]. The Hamiltonian is written as H = a'a+1/27, where a and a' are the ladder
operators, referred to as annihilation and creation. They are functions of the position z
and momentum p as a = /5 (x + L),

The first few eigenstates of H are shown. These states of definite, equally spaced
energies suggest the concept of occupation by light particles- photons. The number
operator N = a'a is the observable corresponding to the number of photons in the mode.

“The ‘standard’, i.e. bosonic, harmonic oscillator that is. photons being bosons. The fermionic
harmonic-oscillator may describe fermionic fields
"The fermionic oscillator is usually written H = ¢'e - 1/2
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Beam-splitter/Attenuator Amplifier
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Figure 1.5: A schematic of a beam splitter as a model for attenuation, and a comparable
amplifier acting at the quantum limit.

1.2.6 Beam-splitters and Amplifiers

Many things in quantum optics are understood as the mixing of a signal mode with
one or many auxiliary modes,. Each input mode is assigned its own anmnihilation and
creation operators [((Ll.(l‘{). (as, (IE)] The output operators [(bl.b];). (b2, b;)] are written
as combinations of those of the input to fully describe the mode mixing. The auxiliary
input modes are commonly ‘empty’, that is occupied only by the vacuum state, but in

principle any state is possible.

Attenuation and amplification are both examples this. An attenuator is represented by
a beam splitter combining a signal mode with the vacuum, and the amplifier by a similar

(although more generic) device.

For an ideal beam-splitter with transmissivity 7, the transmitted mode becomes (ig-

noring the phase factors)[34]:

Agut = /Main + /1 — nagy:- (1.5)
For ideal linear amplification with gain G, the output mode is (again ignoring any phase):

Aoyt — \/Eain + G — laT(lU.t' (16)

For the amplifier, the physical origin of the auxiliary ports depends strongly on its
implementation, but is more often corresponds to the inner state of the amplifier rather
than windows for extra light to enter and exit. The stronger the amplification, the more

of the auxiliary mode is mixed in.

If the auxiliary ports are empty, the quadrature variances of the outputs become, in
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Continous measurement as a temporal beam-splitter

T T T T T T

intensity
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time

Figure 1.6: An intensity vs time trace of a mode to be measured can be thought of
as temporal beam-splitting, dividing the pulse into many temporal modes. As we are
measuring energy, which is a conserved quantity, the sum of all signal in all the temporal

A—

modes is the same no matter how it is divided.

perhaps a longer pulse, or an essentially infinite time if trying to measure a frequency
side-band.

Of course classically there is no issue- if we want to know how much energy is in a
pulse or side-band, we simply sum over the pulse time, or the frequency range of interest.
We can also do the same in the quantum case, because energy and photon number are
conserved even when a signal is divided. An intuitive way to understand the measurement
is to compare it to a system of (temporal) beam splitters, each with an empty auxiliary
input port. If we measure all the outputs and add up, we get the same total number (or

the same total energy) regardless of how many times we divided it.

1.2.8 Measuring Amplitude

Homodyne and heterodyne detection are the main tools for measuring quadrature am-
plitudes. These are described in standard quantum optics textbooks, e.g. Walls and
Milburn[29]. Our main aim is to describe the aspects of the technique that we'll need for
experiments in chapter 5, and for a discussion of ‘classical’ memory in chapter 2. We give
some detail on the practical aspects of time-domain techniques as opposed to the more

common frequency domain. The final novel aspect of the discussion is that we consider
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extract a measurement of the quantum amplitude in the single mode defined by a pulse.

Shot Noise

In our classical analysis, we can simply put E, = 0 and then no signal will be seen on
our detector. In practise however, if we turn off our probe we see quantum noise. This
noise is white noise, with a flat power spectrum and with each point in time completely
uncorrelated from the next. It’s called vacuum or shot-noise.

If we ignore the empty probe port of the beam splitter, the noise may be interpreted
as intensity fluctuations of the local oscillator. In this case it is called “shot-noise” due to
the random arrival times of photons in the beam.

However we are interpreting our device as one which measures the field in the probe,
not the LO intensity. This gives another interpretation of the noise, as due to the vacuum
state entering the empty probe port. The vacuum field we may write Ey(t) = do(t)-

The properties of such random noise can be unintuitive but follow simply from its
complete lack of correlations. A measurement at one time is completely uncorrelated from
a measurement at any other.

To explore the properties, let us imagine a digital oscilloscope connected to a perfect
homodyne detector that is measuring the vacuum. This displays a time trace of the
intensity that is incident. As the oscilloscope is digital, the trace is discretized into time
bins separated by At. Each point corresponds to a measurement of the average intensity
in that interval. The points deviate slightly from zero with standard deviation 6a;. This
is most easily calculated by considering it as shot-noise of the local oscillator. Each
photon striking the detector is a completely random event so that the arrival statistics
are poissonian. In this case fractional deviation for an average of (N) arrivals is simply

1/y/(N). The expected deviation of points on the oscilloscope is then:

K - Aty

dar=Iro/VIN) = Lio/y|—=2 (1.14)
B I[Lohw
=l (1.15)

Interpreted as a measurement of the vacuum, the signal we see is due to 2E10F, ..
Thus the apparent field and intensity of the vacuum can be calculated by attributing the

fluctuations to E,q.:

20(ELoEvac) = Ot (1.16)
_ 1 [hw
0 E1'ac o 5 E ( Ll 7)
(1.18)
and also o

[I‘fl(' SR AT
4At
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Thus we simply need to know the energy of the local oscillator pulse to get our nor-
malised value.

As a check we calculate the uncertainty we would expect in such a measurement of a
coherent (or vacuum) state. This is simple as the noise at different times is uncorrelated,
so that the variances sum. Let op = (Adp), the noise (standard deviation) of the vacuum.
This is again filtered by the mode envelope, and integrated over time. The fact that the

variances add simplifies the integral, giving:

(X% / (2BY2S(t)og)2dt = (ET5%) 08 (1.22)
—0o
(X, = dE g (1.23)

The signal-to-noise ratio when estimating the amplitude of a coherent state is then
(X AR = E;ms‘o/no, independent of the mode shape. Thus the measured noise of
the vacuum may be used to normalise a measurement even if LO intensity and the detector
gains aren’t known.

Many high-performance homodyne systems use a pulsed LO like we’ve described, com-
bining it with fast analog electronics to rapidly process the signals. This way measurements
can be made very quickly, up to many million per second.

It should be clear however that the reason for pulsing the LO is speed and convenience.
Its role is essentially a temporal filter to amplify the parts of the signal we're interested
in. So long as our detection system is capable of clearly recording the pulse, we can
achieve the same measurement by using a constant LO and performing the filtering in
post-processing. This is slower but potentially simpler and neglects the need to know the
envelope at the time of measurement. Further, there is a slight gain in that performing
the filtering after the measurement also filters out other noise sources such as electronic
noise of the detectors.

As a comparison, one could potentially do the same for spatial mode-matching, using
a much broader beam diameter for the LO than the signal. To do this however, we would
require spatial sensitivity in our detection, such as a CCD detector. While this is probably
not worth the effort, the opposite is sometimes used: using a small LO (small in space) to

pick out parts of, and thus characterise, the spatial mode of the probe[35].

Digital Balancing

Implementing well balanced homodyne detection is a significant technical challenge. Lasers
typically have increasing classical noise levels towards low frequency, precisely where most
of a homodyne signal usually is. To get around the noise, suppression of intensity noise

better than 40dB is often achieved[36]. This requires that the signal level measured on

8Sometimes homodyne is performed on side-bands centred around, but not at, zero detuning. In this

case low frequency noise is less of an issue
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each detector is matched to better than 1 part in 10000. In order to achieve this precision,
the first challenge is in designing and building high quality, perfectly matched detectors.

The second is matching the signal seen by each.

The point we make here is that if well matched detectors and good 50-50 beam splitters
aren’t available, good measurements are still possible. As long as we can measure the signal
at each detector accurately, we may account for these imperfections in post-processing.
The main limitation becomes the precision and dynamic range of the measurement. A
further caveat of not having the same light level on both detectors is a stricter requirement
that |E,| < |Erol-

After recording a (unbalanced) signal, we simply multiply the output from each de-

tector by a different gain factor G1o = g1.2(w)Bi.2. The gain factors ¢; 2(w) are complex
functions that account for the frequency dependent gain of each detector. These may
be obtained simply by measuring the response of each detector relative to a known good
source, or to shot-noise. The second factor (B 2) accounts for an unbalanced beam split-
ter, such that a different light level is incident on each detector. If the beam-splitter has
reflectivity 7), we simply set

1

\/'—]
e N e :
Bl \/_1—,} 2 Bl (1 24)

We may confirm that our signal remains the same as the unbalanced case (so that we're
not sacrificing our signal to achieve good balance). We start with the intensity measured

at each detector in these conditions:

Ipr = (1—n)|Erol® + nlEp* — 2/ny/1 — nR(ELoE,) (1.25)

and similar for Dy. The subtracted signal is then Iy, = BiIp; — Balp>., where we
have assumed that the gain factors g; o(w) (if necessary) have already been applied. The

measured signal is

Irieas = IEL()|2(BI(1 — ’)) = B'z']) 2(By + Bg \/7\/1 = I ELOE (1.26)

We have neglected the |E,|* which would normally be cancelled with a 50 /50 beam splitter,

assuming that it is much smaller than E,Eo.
We want the LO classical noise to be balanced so that the first term in (1.26) disap-
pears. Thus we require
Bi(1—n)—Byn=20 (27
The second term in (1.26) represents the measured signal. We want this to be independent
of 7, which it will be if
(B1+Bz)yvmy/1=n=1 (1.28)
Both these requirements are satisfied by substituting the given values for B 5.

Given that the signal we measure remains the same, so must the measured noise level.
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Figure 1.8: Homodyne and heterodyne pulsed-quadrature measurements. a) Simulated
measurement traces for weak coherent pulses near the quantum limit. Blue and green
lines correspond to separate homodyne detection in orthogonal quadratures. The broken
lines are envelopes corresponding to the pulse mode. which we use as filters. For the single
heterodyne measurement, there are two envelopes, one for each quadrature. b) (bottom
left) The signals after filtering with the mode envelopes. A single number is obtained from
each trace by integrating the area. ¢) Spectral power density. The heterodyne mode is
split between positive and negative frequency, and thus includes noise from both, while the
signal to be measured is only on one side. d) The mode-filtered intensities in time. This
shows that each heterodyne mode only includes half the signal energy of the homodyne
case. With this in mind, we might think of each heterodyne sample as having less signal
than homodyne, rather than more noise. However, adding the signal energy from both
heterodyne samples gives the same as the homodyne mode.
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Figure 1.9: The spatial scales for ions in a solid interacting with visible light. The medium
is much larger than the wavelength of light, the ions are much smaller. This leads us use
the plane wave and the dipole approximations (see text). The atoms themselves we can
often treat as classical dipoles, which are a small-excitation limit of a simple two-level
model.

We finally discuss phenomena of light propagation. Absorption, dispersion, Free-
induction Decay (FID)s and slow light are described by standard time-invariant linear
systems theory. Memories ultimately are time-dependent, for which the impulse response
can be more helpful than the spectral response considered so far. Simple photon-echo
techniques that form the basis of quantum memories are described naturally in these

terms.

1.3.1 Approximate Picture for Light-Ensemble Interaction

The light we consider is coherent and visible (its a laser beam). with a wavelength ~500nm.
This is 3 orders of magnitude larger than the size of an atom at 1A. This allows the dipole
approximation to be made. This means we worry only about the time-variation of the
field scen by the atom. The gross structure of the atom’s electron cloud is represented by
its dipole moment. A third spatial scale is given by the diameter of the laser beam. At

> 100gem, it is much greater again than the wavelength. This lets us to consider the laser
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Free decay
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Constant driving

a) b)

Inversion with =-pulse

w
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e)

Figure 1.10: The evolution of Bloch-vectors representing an ensemble of atoms. Green
vectors are at zero detuning, blue and red are opposite. The grey line represents the
ensemble average. For detailed descriptions, see the text. a) Free evolution. b) Steady
driving. ¢) Hard pulses. d) Adiabatic passage. e) Small, resonant pulse. f) Small. off-
resonant pulse,
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Figure 1.11: Spectral properties of a medium with a single, weakly damped resonance. a)
The response density . b) Logarithmic absorption (of energy). Left axis is dB, right axis is
absorption lengths (*aL’). The FWHM maximum of the line is given by I' = ?'n- — -2'—’; c)
Transmission, in terms of field. d) Group delay of the medium. Near, but not on resonance,
there is a positive group delay meaning a pulse within this bandwidth is effectively slowed.
On resonance the group delay is negative, apparently speeding up a pulse in this window.
This “fast-light” however only occurs in the presence of strong absorption and doesn’t
not speed up information — in some sense the peak is shifted forward in time simply by
removing the part that arrives later.
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Linear response and Free-induction Decay
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Figure 1.12: Entire medium response functions and free-induction decay from a short pulse.
We consider a medium consisting of weakly damped atoms (the normalised behaviour for
a single atom is represented by the blue lines) which have a Gaussian distribution of
detuning frequencies. This causes the medium as a whole to appear as if it is a single
strongly damped atom (green lines). The impulse response (no units, top right) deseribes
the response of the medinm when hit with a short sharp pulse: it absorbs light, then
re-radiates it after it has passed. The re-radiated intensity at a given time is related to the
absoloute value of the impulse response squared (bottom right). The decay rate for the
single atows is often due to damping losses. The shorter decay for the broadened medium
however is due to the radiation of the constituent atoms interfering destructively, while
the energy remains stored in the microscopic polarisation. The energy loss rate due to
damping remains the same as for an individual atom.
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Principle of an Echo
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Figure 1.13: General principle of a photon echo. To absorb light, a medium reacts to a
pulse by radiating out of phase, cancelling it. The principle of an echo is to re-create the
situation of absorption- only this time without the input light to cancel. When coupling is
high, the process is exactly reversible, and the echo drives the atoms to the ground state
just as the input pulse drove them up. When atom-field coupling is low. the absorption is
not exactly reversed and some of the exeitation remains on the atoms.

situation seen by the atoms then is a perfect time reversal. They finish in the grounds
state and a time-inverted input pulse is re-created (only in this case with opposite phase).

The weak response (optically thin) case is identical except for the scale of the response.
During the input. only a fraction of the light energy is transferred to the atoms. Then
during the re-emission. the field the atoms see is smaller than that during the absorption.
The atoms thus do not drive themselves back to the ground state, and thus only re-emit
a fraction of the energy they absorbed. In terms of field however, the output is actually
larger than E, by a factor of 2. This is because without the de-excitation as in the high
OD case, the mean coherence is twice as high as it would be otherwise. This may be
proven by more rigorous analysis, but is merely stated here.

The above describes ronghly most ‘echo’ techniques currently considered, with one
exception: we are ignoring propagation effects due to the finite size of a medium. This is

as if we are using an infinitely thin. but very optically thick slice. This is the complete
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Figure 2.1: Simple implementations of optimal, phase-insensitive, a) ‘classical’ memory,
b) amplification, and ¢) copying. or ‘cloning’. The output of each device must have some
classical uncertainty added to it- for our phase-insensitive devices, both quadratures suffer
added variance of V9%, The minimum of V%% in each case can be thought of as what
strength of measurement is required. as this determines how much of the local oscillator
(and it’s associated noise, V*C) is introduced. Note that the vacuum noise introduced at
the first beam-splitter in b) and ¢) does not appear at the output, as it is cancelled by the

feed-back(55].
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Figure 2.2: Coherent Memory Techniques. The left-hand side gives the absorption spec-
trum, the right hand side gives the temporal behaviour. From top to bottom the techniques
are, slow-light, 2-pulse photon echo, CRIB, AFC. The latter 3 are echo techniques and
have been tuned to give the same efficiency and decay time. For these. the dashed line
on the left is the Fourier-transform of the temporal decay on the right. a) Slow light. A
pulse is slowed when propagating through a narrow spectral hole. In an optimally efficient
experiment, the hole shape is tuned in time to match the input pulse. b) 2PE. A pulse is
absorbed by a broad ensemble. which is then inverted using an intense 7-pulse. The decay
time is given by the line-width of a single absorber. The echo is partly masked by an FID
from the m-pulse ¢) CRIB. An initial narrow absorption feature is artificially broadened.
An absorbed pulse is recalled by reversing the broadening. The decay time is given by
the shape of the initial feature (although we discuss exceptions in chapter 4). d) AFC.
An input pulse scatters off a comb of narrow absorption peaks, causing a rephasing at
multiples of ¢t = 1/A (A is the detuning between peaks). The decay time is again given
by the feature width.
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Multi-mode Repeaters and Variations
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Figure 2.5: A selective summary of repeater architecture variations. a) A generic multi-
mode (N = 7 here) entanglement distribution architecture. We may think of the two
central memories as a single repeater unit. We try to generate entanglement in all modes
of each link simultaneously. Most attempts will fail (due fundamentally to loss in trans-
mission, although there is no shortage of other loss mechanisms). b) The entanglement
swapping step. If our modes are independent, we must wait until the same mode is en-
tangled in both links. If they can be shuffled, we can swap entanglement on any modes
that have succeeded. ¢) Different ways of entanglement generation. using the DLCZ gen-
eration or an external source. d) The entanglement swapping step is the same principle
as the generation, involving a joint measurement which erases ‘which-way’ information.
Doing this with single-photon entanglement requires a low success probability to avoid
two-photon events.









Chapter 3

Rare-earth Ions and Spectral

Hole-burning for Memories

The anomalously sharp spectral lines of the lanthanides, or rare-earths, were first noted
by Becquerel in 1908[95]. Although he was studying salts in solution, the narrow lines he
saw looked like those due to a gas. It was just this ‘frozen gas’ like behaviour, combining
narrow lines of gases with high densities of solids that motivated their study in the follow-
ing decades. Tt’s these same properties that have motivated their study for storing and
manipulating classical light fields, and which drive current efforts for doing the same with
quantum fields. Current efforts focus on Rare-carth ion (REI)s as dopants in crystals,

held at round liquid helium temperature (~ 4K).

With the development of the quantum theory of atoms, the narrow spectral lines were
designated as 4f N 4fNtransitions, the 4f shell being filled as we move up the lanthanide
group. The high angular momentum of the f-shell (the first to appear on the periodic
table) strongly breaks the Aufbau principle. The 4fs are thus energetically higher, but
physically within the already complete 5s and 5p sub-shells (corresponding to the noble
gas Xenon). These protecting shells remain filled even in the triply ionised state common
to the rare earths (the neutral atoms also possess 2 6s electrons which are involved in the
bonding, in addition to either a 5d or 4f electron).

Transitions between the 4f levels thus occur within a tiny. very strong Faraday cage,
protecting them from their environment. This is the precise requirement for ensemble
based light-atom interaction. They may be packed with very high density in a solid
while maintaining good coherence properties. The degree of shielding is unique to the
rare earths; the element series filling the first d-shell (transition metals) and the second
f-shell (actinides) display similar properties as the lanthanides, but the shielding effect is
significantly weaker[96].

Further useful properties of the rare-earths stem from ground state spin-structure,
particularly that due to the nucleus. In many solids, optical transitions that include a
change in spin are hidden by dephasing effects. In the highly shielded rare-earths how-
ever, even weak hyperfine structure can be well resolved. This allows optical access to

the nuclear spin, a perfect place for low decoherence information storage. It also allows
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Absorption Spectrum of a REI Doped Crystal
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Figure 3.1: A typical absorption spectrum and important parameters of a REI doped
crystal held at 4K. Most materials studied in QI applications are qualitatively similar.
Left: the level structure is usunally split according to spin and external magnetic field
(here into 3 levels, no external field). At equilibrium and normal temperatures, each of
the ground states is equally occupied. Right top: The spectrum of the crystal appears
as a broad. Gaussian line on the order of GHz wide. This is made up of the narrow
but randomly shifted spectra of single ions. Right lower: The spectrum of a single ion,
coloured according to which ground state it is in.
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Relaxation Time Scales
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Figure 3.2: Relaxation time-scales. We start with a population of ions in a single excited
state, from which they spontaneously decay with a time constant 7). The branching ratios
¢, from the particular excited state govern the probability of decay into each ground state.
On a much longer time-scale, the ground states will re-thermalise until each level is equally
filled. The lifetime of the states sets an upper limit on the coherence time between them
of T> < 2T). For optical transitions this limit is often approached, at which point they are
said to be ‘lifetime limited’. For hyperfine levels, coherence times remain much shorter than
the (very long) lifetime limit unless decoherence controlling techniques are used (section
3.2.10).
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Classic ‘Dieke Diagram’ for Rare Earth lons
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3.3: (left) The original Dieke diagram with measured energy levels in LaCls, and

(right) theoretical extension by Peijzel et al.[103]. Many of the predicted levels have been
confirmed, including at higher energies using Synchrotron radiation.
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e Resulting specirum after burning a single hole
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Figure 3.4: Spectral hole-burning, on a narrow spectral region of the inhomogeneous line in
Fig. 3.1. Top: the laser excites a narrow packet of ions which fall into a different grounds
state, leaving a transmissive hole. Bottom: population shuffling to make a narrow feature,
often called ‘burn-back’. An empty trench was made first, then some ions were moved
back into it. This resultant feature may be slightly wider than the hole made due to
inhomogeneous broadening of the ground states,

nuclear quadrupole levels, as the most effective and best studied population reservoirs.
The principles remain the same for other levels, so long as the spectrum is described as in
Fig. 3.1. Other mechanisms will be touched upon in section 3.5.1.

The principle of hole-burning is simple. When a spectrally narrow laser is incident on
our ensemble, a spectrally narrow packet of atoms is excited. When these atoms decay.,
there is chance that they’ll fall into a different ground state than they started in, and
thus out of resonance with the laser. If they fall back into the same ground state, they’ll
be excited again. A tailored spectrum may then be created by spectral ‘carving’, simply
using the laser to excite spectral regions that we wish to be transparent.

More complicated sequences may be used to create higher, sharper spectral features, to
create features consisting of a certain transition or crystal site, or to get around limitations
such as the inhomogeneous broadening of the spin transitions or propagation effects. The
spectrum that can be made is quite flexible, but ultimately limited in sharpness by the
homogeneous line-width, and in total bandwidth by the hyperfine structure,

A situation for good hole-burning may be summarised by 3 conditions: the transition
is mainly inhomogeneously broadened, I'Y* > I'}”. the metastable hole-burning level is

separated by many homogeneous line-widths A, > I‘z"’. and the hole-burning lifetime is
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Figure 3.5: The inhomogeneously broadened lines of 3 different concentrations of PrYSO.
Measurements are due to Annabelle Alexander, based on transmission along the Cy axis
of 1mm samples from Scientific Materials.
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not require hole-burning, and are thus not necessarily limited by hyperfine structure. We

discuss them further in 6.2.2.
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Figure 1.1: Absorption and group-delay due to an initial Lorentzian feature, broadened
as in gradient echo. Top left shows total absorption of the sample, before and after it is
broadened. The other two top panels show the maximum group delay experienced by a
wave-packet in a medium with finite broadening, and with infinite broadening. The lower
panels show the properties (absorption and group delay) as a function of detuning and
position, before and after the field switch. The arrows indicate the propagation of a pulse.

propagation rate will be constant for all frequency components. When the field is switched,
the components will be shifted in frequency by the same amount, and will otherwise
continue to propagate at the same rate. When the pulse eventually exits the medium, it
will be frequency and phase shifted, but otherwise just delayed, not temporally reversed.
This gives us a way to think of the phase shift in this standard scheme as a competition

between a simple delay + frequency shift. and a time-reversed storage and recall.

4.2.2 A Time-domain Memory

We now illustrate the gradient echo with concrete (numerical) examples. In a practical ap-
plication of a time-domain memory. relatively short pulses will be input, with bandwidths
comparable to the level of broadening. Multiple inputs are separated in time.

Figures 4.2 and 4.3 show storage with high and low optical depths respectively. We
can see in the low optical depth limit behaves similarly to other echo processes (Fig. 1.13),
where the echo may be thought of as a repetition of the absorption process. As the optical
depth is increased, the efficiency is increased accordingly. As it is increased further, the
light is slowed by the large dispersion (Fig. 4.3a), and is still progressing in the medium

at the time the field is switched. Associated with this is a phase shift and some distortion
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Figure 4.2: Simulation of a simple gradient echo. in the low OD regime. LHS: The real
part of the E-field vs space (top) and time and the field at the input and output faces of
the medium (bottom). RHS: The polarisation density in the medinm (top) and the total
polarisation summed over the entire medium (bottom). In the bottom panels, the solid
lines show the absoloute value of the field, while the dashed lines show the real part of
the retrieved electric field (left) or the imaginary part of the medium polarisation (right).
The thick lines correspond to the same simulation as the upper panels. while the fainter
lines correspond to repeated simulations with different storage times. Lines represent
the process repeated with different delays. The dotted lines shows the decay of an FID
of the initial feature (an exponential decay for a Lorentzian). These are well described
as a generic echo processes (section 1.3.11). Parameters: 3, 0.2 dB. ~ 0.1NHz,

2Gzo = 4MHz, N(A) = 8(0).
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Figure 4.3: The same as the previous figure (see its caption), except now with a more
absorbing medium- the optical depth of the broadened medium is now = 10dB. We obtain
a much larger echo in this case, but with some phase distortion. This is because the input
pulse is slowed by the medium and hasn’t yet reached the centre when the field is switched.
Parameters: 3, = 25 dB. v = 0.1MHz. 2Gz, = AMHz, N(A) = 4(0).
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Side-band Storage and Phase Shifts
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Figure 1.4: Simulated storage of pulses separated in frequency. a) The input pulses
(dotted) are defined by a square pulse with a slow turn-on and turn-off to limit their
bandwidth. The detuning is switched at ¢ = 50. To avoid cluttering the figure, we only
show two pulses with detuning A = 0.3 and 0. b) The phase shift of the pulses vs
time, calculated as Ad = arg(E, (1)) — arg(E;,,(—t)). The dotted line gives the phase
shift for the large bandwidth case (eq. (4.6) with F,, = 7.5dB used in the simulation).
The simulated lines are colour-coded with their spectra in panel ¢). where the memory
bandwidth (dotted) is also given. d) The phase shift measured at ¢ = 55 as a function of
frequency. Parameters: 4, = 33 dB. v = OMHz, 2Gz = 2MHz, N(A) = §(0).
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Figure 4.5: The time evolution of the normal mode, W(k.t) = EE(k.t) + na(k.t) in k-
space. This provides a nice visualisation of the evolution of coherence in the medium.
Radiation is emitted when it crosses the k = () axis- corresponding to the light moving at
full speed to keep up with our co-moving reference frame.

4.2.4 A Polariton in Time and k-space

Another way to look at the process is to look at spatial oscillations. A normal mode then
emerges naturally as a combination of field and atomic polarization. Following Hetet et
al. [70], we Fourier transform equations 4.1 and 4.4 with respect to z. The normal modes

are identified as W(k.t) = kE(k.t) + na(k.t). the equation of motion for which are:
()
(0 — (t) = — 2 )W(k,t) =0
( J k

W is a normal mode because all parts of it oscillate in phase. The evolution of this mode
is governed by the detuning gradient. allowing a useful visnalisation of how the coherence
evolves in the optically thin regime. Figure 4.5 is similar to photon-echo focusing diagrams
such as those used by Levenson|[152]. This can be used to indicate which time in the past

is currently being re-phased.

4.3 Gradient-Echo with Inhomogeneously Broadened Tran-

sitions

Lorentzian absorption features may be created either by homogeneous decay, or by a
Lorentzian distribution of spectrally narrow absorbers. A gradient echo using a Lorentzian
feature with either style of broadening gives similar output. Physically however, the
situation is different as the spatial-detuning relationship means that light interacts with
one side of the feature before the other. When we consider non-Lorentzian feature shapes.
the output is quite different depending on the nature of the initial broadening.

We will take the limit of pure inhomogeneous broadening, such that any individual

absorber has an infinitely narrow spectrum. The inhomogeneous line height is then pro-
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Polarisation of an Inhomogeneously Broadened Medium, Low OD
3(P), t =00 3Pt =2

Figure 4.6: Snapshots of the polarisation of an inhomogeneously broadened medium, with
low optical depth. Each panel plots 3(P) vs detuning and depth at an instant in time,
with red corresponding to positive and blue to negative values. A pulse with bandwidth
~ IMHz is input at t = 2, and the ficld is switched at ¢ = 5. This recalls the pulse at t = 8,
although the medium remains excited as the coupling efficiency is low. Further detail in
the text. Parameters: 5, = 0.02 dB, 2Gzy = 2MHz. v = OMHz, N(A) is Lorentzian with
I' = 0.05 (dephasing rate v, = 271" = 0.31 MHz)
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Polarisation of an Inhomogeneocusly Broadened Medium, High OD
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Figure 4.7: The same simulation as Fig. 4.6, but with higher optical depth. Propagation
effects are evident in the second panel as the pulse excites the front of the medium first.
Unlike the optically thin case, the pulse retrieval at t = 8 de-excites the medium, leaving
it close to the ground state. Parameters are the same as 4.6 except now 3, = 14dB.
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Inhomogenous effects on storage time for tophat feature
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Figure 4.8: Echoes using a top-hat initial feature for increasing optical depth. and delays.
Left: The continuous lines give the absolute value of E, the dotted lines show the real
part. The dashed line in the upper panel gives the real envelope of the FID due to the
initial feature when no field is applied. Right: The excitation in the medium at ¢ = 4pus.
before the detuning is switched. The smaller excitation width at higher ODs is responsible
for the slower time decay. Parameters: 3, from top to bottom is 0.03 dB. 3 dB. 18 dB.
All simulations: 2Gzy = 3MHz, 5 = OMHz. N(A) is a top-hat profile with width 150kHz.

The results are shown in Fig. 4.8. In the optically thin case, the echoes decay with
the same dependence as the FID, i.e. sinc shaped. As the depth is increased, the decay
time increases. This corresponds to a decreasing band of the initial feature (concentrated

at higher detunings) being excited,

4.3.3 Hidden Transitions

A step further than inhomogeneous broadening is to have two completely resolved spec-
tral lines, as may belong to two separate transitions. This situation is illustrated by a
simulation with results in Fig. 4.9. We find that one is to some extent hidden by the
other, in that in the optically thick regime, the only interaction with the hidden feature
is off-resonant. This interactions causes a delay and a phase shift of the input pulse. but
does not reduce its overall efficiency.
This is a significant result as it means that for efficient, wide bandwidth memoryv. it is
only necessary to have a free spectral region on one side of the initial feature. In chapter

6 we discuss how this may be used to avoid bandwidth limitations of memories based on
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Figure 4.9: Performance of a gradient echo with the initial ensemble consisting of one or
two absorption features. a) Input pulse and echoes with either one or two initial features
compared, with low and high optical depths. b) The initial absorption features used in
the simulation. The continuous line gives the absorption when only one feature is used. ¢)
The polarisation of the medinm immediately before the field switch, for the optically thick
simulation in panel a), with two features. d) Echo efficiency vs memory optical depth for
one and two features. Parameters: 2Gzp = 2MHz, 5 = 0. N(A is given in b). 3, in a) is
2dB per feature (i.e. 2dB for 1 peak, 4dB for 2) for the low OD sims and 20B per feature
for the high OD sims. For panel ¢). 3, is 7dB per feature.
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Figure 1.10: By turning off the detuning field, we cease the evolution of the memory to
allow for a quick recall when required. In the high optical depth case. or when out-of-band
components are present. some light may still be propagating through (green line). This
may be removed by momentarily applying a large detuning field to completely dephase
the medium (indicated by the total memory bandwidth, 2Gz, lower panel). This must be
reversed on recall. and may also recall components that would otherwise have been out of
bandwidth. A similar result could be achieved by performing a rapid coherence transfer
to a shelving level. (3, = 22dB (when 2Gzg = 1), v = 0, N(A) = 4(0)).

the effective optical depth of the medium is reduced. When we are ready to recall the
light. we rapidly undo the extra dephasing with an equivalent gradient of opposite sign.
Simulation results are in Fig. 4.10.

A more ideal solution to stop the re-radiation is to transfer the coherence away from
the optical transition, to a free ground state. If a transfer may be performed with similar
speed, the effect of suppressing the FID will be the same, with the added benefit that
storage times may be many orders of magnitude longer.

Interestingly a step like this may in some cases be used to increase the efficiency of the

memory, as more high frequency components may be stored.

4.4.2 Field Switching Speed

We've so far been modeling the detuning gradient to change instantancously, but this is
unnecessary. A simulation is given in Fig. 4.11 to confirm that the memory efficiency
is not strongly affected. There are propagation effects at high ODs as indicated by the
slightly distorted pulse shapes, but these may in principle be accounted for.



124 Optical Gradient-Echo - Theory and Modelling

55 Effect of Finite Switching Rale
'
' ‘|
LA |
s : "
' '
1 '
' \
06 ] '
' '
' 1
g ' 1
0 ' '
' 1
' .
' 1
02 " “
’ '
’ A}
’ \
0o — -~ h 1
#47/‘_’_” ’,;
= :
o 2 ‘ o O "
W)

Figure 4.11: In real experiments it is impossible to switch the detuning field instantly. We
simulate a slow switching rate (indicated by the memory bandwidth, 2Gzg. lower panel)
to confirm this has little effect. The retrieved intensity traces (upper panel) are matched
in colour to the detuning fields (lower panel). (5, = 20dB. v = 0)

4.4.3 Manipulating the Output Mode

By changing the detuning field for the output step, the pulse mode may be manipulated
almost arbitrarily. This was first described by Buchler et al. [153]. As the light is mapped
to the state of the atoms. it becomes easy to control.

For the low-OD limit or long storage times. the field components are mapped onto
resonant atoms, so that there is a direct correspondence between manipulating the atoms
and the field. For the high OD, low storage time regime. accurate manipulations must
also take the delay into account. Doing this, one may further remove the phase-shift
introduced.

One example is shown in Fig. 4.12, where the gradient at the output is changed
to compress or lengthen the pulse. In this process, the energy in the output remains
unchanged unless a large enough gradient reduces the optical depth sufficiently (thus

effecting the coupling efficiency). Indeed, we’ve already used this for shelving in Fig. 4.10.

4.4.4 Repeated Retrieval to Increase Read Efficiency

In the low optical depth case, repeating the field switch many times can be used to extract
more of the stored energy. In the optically thin case, each time the atoms are rephased,
a fraction 7ead = /7 (The read efficiency, generally the square root of the single-switch

total efficiency: see chapter 2) of the remaining energy is recalled. Every second switch,
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Ups)

Figure 4.12: Using asvmmetrical input and output detuning fields, the mode can be
manipulated. Here we simply change the gradient at the output to broaden or narrow the
pulse. The total broadened width of the memory is given by 2Gzg, shown in the lower
panel. 3y, (during input) is 16dB.

the rephasing is ocenrring in the opposite direction. While the first, and all odd numbered
switches recalls a time-reversed pulse, the second is forward in time. This principle was
discussed by Longdell et al. [58]

We note that as the optical thickness is increased, the efficiency of every second echo
may suffer from reabsorption if the initial feature is inhomogeneously broadened, due to

the edge effect as in Fig, 4.8,

4.4.5 Non-monotonic Fields and Multi-stage Memories

As a general principle, the detuning gradient does not have to be linear. The main
requirement is that it be monotonic to avoid reabsorption[136]. A particularly dramatic
example of non-monotonicity oceurs naturally in experiments such as ours however, due
to the symmetry of crystals and thus the presence of multiple dipole orientations. YSO,
as used in our experiments, is one of these. Here we simulate a highly absorbing sample
with two, oppositely shifting detuning gradients.

The results are shown in 4.13 and 4.14. The pulse is absorbed within the first half
of the crystal. and on switching the field is reabsorbed by the second half. It is thus
important to remove one of these components to obtain an efficient echo.

Interestingly. we can still get an efficient, but distorted echo in this case. We switch the

field yet again to recall it from the back end of the crystal. The output is distorted mainly
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Excitiation with two detuning components

Excitation (w) at t=1.5 Excitation (w) at 1«2.9

at t= att J

Figure 4.13: The excitation vs space and detuning for a medium with 2 sets of absorbers
which shift oppositely under the detuning field. The snapshots are at the beginning

immediately before and after the first field switch. the same for the second field switch.

and at the end. This clearly shows the progression of excitation from one end of the crystal
to the other. i, = 10dB for a single feature, 20dB for both. 4 0, N(A) is a top-hat.

width I' = 0.08MHz.
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Figure 4.14: Intensity vs time for the simulation in Fig. 4.13. The detuning field is
switched twice, but only on the second is a significant echo retrieved. The distortion is
because the central frequency components of the pulse were not efficiently retrieved.

because the central frequencies were not recalled efficiently, but this may in principle be

removed by detuning the pulse and/or using a different field pattern.

We note that having different shifting groups of absorbers offers an additional degree
of control that may be used in future work. The shifts don’t have to be opposite as here.
If we have 2 centers with orthogonal dipole moments, a field gradient along each axis may
be used to manipulate each center independently. Further degrees of freedom are given
by combining other interactions, e.g. combining different Stark components and electric
field with degenerate Zeeman levels and a magnetic field. In these cases, we may consider
applying different field gradients to each group to affect their rephasing time, as well as
constant shift to affect their overall phase.

Such techniques should find many applications. We might for example perform in-
memory operations such as mode splitting and combining (along similar lines to, but more
powerful than those discussed elsewhere[154, 155]), to split and combine frequency and
temporal modes. This may be of use to create and to swap entanglement in repeaters, or
just perform partial readonts. A particularly simple application is to temporarily shift two
degenerate groups in order to give them a relative x phase shift. These will then interfere
to suppress the formation of echoes, which might be used for pulse sequencing (below) or
to perform quiet optical rephasing (section 6.2.2). This principle is the same as for Stark-

modulated photon echoes which were originally used to study material properties([141]).
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Figure 4.15: Suppressing echoes and changing the readout order. The detuning gradient
provides an easy way to change the evolution of the ensemble, both forwards and backwards
in time. If we can suppress the formation of echoes as we go through the time when they
wonld normally emerge. we can change the pulse order. Here we use a convenient method
of echo suppression, simply applying a large detuning field to move through the resonance
rapidly and reduce the coupling efficiency. The detuning field is represented by the total
broadening of the memory, 2Gz;, shown in the lower panel. The upper panel gives the
relevant intensities. The spike at ¢ = 6us is a time-compressed version of the second pulse.
very intense but containing little energy. This also lets us readout forwards in time. Doing
this for the case of inhomogeneously broadened media, or a *hidden’ transition. the pulse
encounters reabsorption. This is shown by the green line, where a second feature detuned
by 0.2(MHz) but nominally *hidden’ is introduced (as in section 4.3.3). 3y, = 10dB per
feature, vy = 0.

Intensay
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Efficiency vs Optical Depth
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Figure 4.16: Efficiency of storage for Lorentzian, Gaussian. and top-hat initial feature
profiles of various widths (I" given in the legend), plotted against the height of the initial
peak. These correspond to a Gaussian input pulse of FWHM 1us, and broadening of 2MHz
switched 1pus after the input peak. For the simulations marked by crosses, a homogeneous
decay of v = 5kHz was introduced.
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Finding an Efficient Pulse Shape
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Figure 4.17: We estimate an efficient pulse shape for a memory by repeatedly taking the
output and feeding back in a normalised, time-reversed, complex conjugate. We repeat this
50 times to arrive at a steady state. (top left) The input(dotted) and output (solid) every
10 repetitions. (bottom left) The spectrum of the input pulses. (top right) Storing the final
pulse shape used (blue), with a delay (green). and with ‘shelving’ by first increasing the
detuning field (dashed green). (bottom right) The efficiency of the storage as a function of
repetition number. For all sims 3y, = 6.5dB, 2Gz; = 2MHz, v = 0.1MHz, N(A) = 4(0).

asymmetrical due to the asymmetrical group-delay experienced. The final efficiency of
2 (1.5 is limited largely by the available optical depth and dephasing rate of the medium.

To investigate the level of leakage caused by the high-frequency tails, we repeat the
storage in Fig. 4.17(top right). but with a time delay (green line). As expected, there
is some transmitted light, but it's relatively very small. This is because out-of-band
frequency components will tend to be ont of phase with the in-band components. We
also simulate the shelving case, where the broadening is instantancously increased (by a
factor of 20) to prevent the leakage. In an ideal experiment this step would be replaced
by transferral to a long-lived ground state.

We haven’t proved that this is the most efficient pulse shape for this memory, but it
certainly represents a reasonable guess. It is a weighted trade-off between the memory's
bandwidth and storage time. The same principles also apply to other techniques, such
as an AFC or transverse CRIB. The lack of propagation effects in these techniques make
them much simpler though, such that it is more practical to just calculate the optimal

pulse shape directly.
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Figure 5.1: The optical table layout and all three beam paths used in the experiments.
The probe beam is used in all experiments as it is the transmission/storage of this beam
that is measured. The local oscillator is used when phase-sensitive detection is required,
and the side-burning beam is used for avoiding propagation effects in the probe beam.

ranged from mW for preparation down to pW for quantum storage. This was focused
with a 20cm lens to &~ 100pgm at the centre of the crystal. The burn-back beam was a
large, defocused beam of = 2em width with the aim of illuminating the crystal uniformly.
It's maximmm power was typically a few mW. The local oscillator beam, when used, was
mode-matched with the probe at the final beam-splitter for phase-sensitive detection. It's
power was in the range 1.5-2mW., Intensity measurements, with no local oscillator present,
used a 125MHz NewFocus detector, while homodyne and heterodyne measurements used
matched homodyne detectors of a custom design, and a bandwidth of 5MHz.

Also employed for many experiments was an adjustable aperture on a translating stage,
which allowed illumination and thus preparation of small sections of a large crystal at a
time. Not shown are polarising optics to control the power in each path, maintain vertical
polarisation at the crystal, and to match the probe and LO beam polarisations at the
detector. Further, the ‘laser’ in these diagrams should be considered to consist also of
various stabilising components (discussed below).

The base frequency used in the experiments, i.e. a ‘zero’ detuning, was 150MHz higher
than the actual laser line unless otherwise stated, based on 2 passes of an AOM driven
at 75MHz. This frequency was chosen to avoid aliasing, as many of the digital synthesis
sources used 300MHz clocks.

The sample is mounted within a set of electrodes for creating electric fields. Two

electrode geometries are described in 5.4, only one of which is shown here. Voltage was
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RF generation for driving AOMs
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Figure 5.2: Rough schematic of the equipment for driving the AOMs. The entire system
is synchronised to the clock of a Stanford Research Systems DS345 function generator.
The major control logic is provided by a SpinCore PulseBlaster running at 100MHz. TTL
signals from this are used to trigger the other components. The ‘J850’s are in-house built
digital synthesis RF sources with a clock rate of 300MHz. Their main role is providing
frequency-shift-keyed (scanning) RF. The RadioProcessor is also from SpinCore. It is used
largely for its ability to shift rapidly between several frequencies, as required for burn-back.
The arbitrary wave-form generator (AWG) is a Tektronix 510. It has a 1GHz clock with
10 bit amplitude resolution. It’s main purpose is to provide a quiet, flexible pulse sequence
for storing/probing.
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Figure 5.3: Simple pointing stabilisation for the laser, to reduce slow pointing drifts on the
scale of minutes (and particularly after tweaking the laser cavity). The main requirement
of the component placement was that mirror M is imaged onto detector D). This means
that the alignment measured by D, depends only on the alignment of Mj. A similar effort
is made for M, and D;, but the requirement is much less strict. This is because the locking
algorithm simply aligns Dy first using M. M is only adjusted (based on D») when Dy is
already aligned. For our locking to converge, we only require the signal at s to be less
sensitive to M), not completely independent.

5.1.3 Sample Stability

The experiments were sensitive to the pressure on and temperature of the crystal. as these
shift the resonant frequency of its ions. The extent of this was not quantified exactly. but
variations of 10-100kHz were observed in some experiments. Most of this was apparently
caused by fluctuations in the temperature and pressure of low-pressure helium in the
sample space. This effect was reduced by adding ballast (a beer keg!) to the sample
space and allowing super-fluid helium to cover the sample, thus connecting it to a larger
thermal reservoir. Frequency stabilities on the order of the laser drift (1KHz/s) could
then be obtained. This was measured by creating a feature and periodically probing its
detuning over a 30 second period using a short pulse. Temporary deviations of 10kHz
were still sometimes observed in these measurements, but the regular drift was removed.
The cause of these temporary deviations is not clear. They appear to be irregular, causing

broadening as well as shifting.

5.1.4 Interferometer Stability

The interferometer stability is a crucial factor for phase sensitive detection. The path
length difference between the probe and local oscillator determines the phase at which
the measurement is made. Typically this requires a stable path length difference, which
may then be actively adjusted using e.g. a piezo-mounted mirror in the local oscillator

path. The optical table used in these experiments was de-laminated during previous usage,
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Figure 5.4: Interferometer phase measurement using reference pulses. a) By comparing
before and after pulses we obtain a measure of the phase drift over the course of a typical
measurement. b) Discrepancy in phase measurement giving the precision with which it
works. ¢) A homodyne beat signal under the influence of the phase drift. d) Scatter
diagram for the measured peak amplitude of each reference pulse. This indicates their use
as amplitude references against the fluctuations of the laser.

causing such a scheme to be impossible. This is because vibrations were not damped and
the path length drifted significantly. Attempts at preventing the interferometer drift by
weighting and clamping the table were not effective.

The phase of the interferometer was instead simply allowed to drift, and measured at
the required time. The measurement was done using detuned reference pulses (Fig. 5.4),
one before and one after the time of interest. These were typically 2MHz detuned, where a
transmissive spectral window could be created for that purpose. Such measurements were
found to be accurate to 30mrad by looking at the difference in measured phase between
the pulses (Fig. 5.4b). For the measurements shown here, the pulses are /2 out of phase.
to avoid any common fitting bias. While not allowing actual control of the phase. the
randomisation was sufficient for our experiments. It can be seen from the distribution of

phase samples in Fig. 5.4d that the sampling is quite uniform, covering all phases equally.

In addition to the above it was necessary to improve the timing resolution offered by
our recording oscilloscope. The device’s (a 14-bit CleverScope) 100MHz clock was not able
to be locked to the RF generation sources. As it samples 10ns intervals, trigger times may
be out by as much as +5ns, corresponding to an additional 50mrad at the 2MHz reference
frequency. This mysterious piece of hardware, among its other features, is capable of
missing occasional triggers by several clock cycles. resulting in greater deviations.

I'his trigger jitter was accounted for by recording a digital reference pattern at Ins
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Figure 5.5: a) Homodyne detector response curves, as measured by comparing impulse
response to a 125MHz NewFocus detector. b) Response-corrected spectra. and the elec-
trical noise level. c¢) Digitally optimised subtraction. to minimise noise in the region
IMHz-2MHz. This included a time delay between channels of = 5ns, most of which was
due to the oscilloscope’s sampling.






$5.2  Hole-filling in PrYSO 145

Measuring the hole lifetime
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Figure 5.6: To measure the hole life-time, a trench was burned, some time was waited,
then the laser (tuned to the trench centre) was turned on very weakly. a) A schematic of
the hole filling. b) Some experimental traces using a 4mm, 0.02% PrYSO crystal. The
average transmission during the period 0.2us to 1.2us after the laser was switched on was
used to indicate the level to which the trench had filled.
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Hole-filling vs Temperature and Time
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Figure 5.7: Measurement of hole-filling in PrYSO at a temperature of 3K(see also Fig.
5.6). a) Optical depth as a function of time. for different concentrations/magnetic fields.
Least squares fits to the lines have gradients G = 28 £ 2,16 £ 1,3 £ 0.5.1 £ 0.4dB s ! x
1072, Accounting for the peak absorptions in the crystals and the position within the
inhomogencous line, the expected peaks absorptions are 54dB and 28dB. From these we
calculate that an average ion will decay in roughly 700 <+ 150s. 1500 + 300s. 3000 + 1000s,
6000 £ 3000s for the respective cases. The magnetic fields were applied by placing a
large permanent magnet outside the cryostat, about 20cm from the erystal and roughly
perpendicular to the laser direction. The position and orientation of the magnet were
chosen and varied to find a good increase in decay time. It is estimated to cause a 13 45
Gauss field at the erystal, simply by placing a Hall probe this distance from the magnet b)
Optical depth as a function of temperature for a fixed delay. Samples were rejected if the
temperature was changing faster than 0.05 degrees/s, or if it had changed more than 0.5K
since the last measurement for the longer delays. The data indicate that temperature is
not an issue for our experiments
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Figure 5.8: The steps used in creating a highly absorbing, top-hat shaped anti-hole. Red
arrows denote applied laser light. while black arrows represent subsequent spontaneous
decay. Propagation sensitive steps are applied from the side of the erystal, along the
‘burn-back’ path (Fig. 5.11). a) A trench is created by scanning the laser around zero
detuning. b) Burn-back is applied to 6 frequencies, which are linear combinations of the
hyperfine splittings. ¢) While this burn-back is in progress, a small, uniform electric field
is applied to Stark shift the sample, creating a roughly square feature. d) Between burn-
back periods, chirped ‘clean-up’ beams are applied to narrow the edge of the feature. ¢)
Following the preparation sequence, extra ‘clean-up’ is applied along the probe path to
keep the back-ground level low. f) The final feature.
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Figure 5.9: A rough calculation of the expected absorption remaining in a trench due to
off-resonant absorption in Pr¥YSO. Here we consider the worst-case population profile of
a step function. The absorption in the centre 2MHz is a factor of at least 1 x 10 ¥ less
then the equilibrium absorption, even for a relatively narrow 4MHz trench. If the peak
absorption is 100dB, this corresponds to only 0.05dB, that is < 1%.

beam with intensity ~ 3mW was scanned over 4NMHz for 3 seconds to make the trench.
then the average transmission of 10 weak (= 10xW) pulses of duration 1us were measured.
By comparing this to the transmission with the laser far detuned from the absorption line,
the residual absorption was determined to be 0£2%.

5.3.2 Using All Possible Transitions

For many experiments using an anti-hole, there is a requirement that it consists of a
single transition, for instance so that all ions react with the same Rabi-frequency. In
our experiment we don’t care about Rabi frequency, only requiring the largest optical
depth possible. All transitions in Pr¥SO occur to some extent, and have the same Stark
coefficient and coherence properties. We aim to create a strongly absorbing anti-hole

consisting of all transitions.

This is achieved by burning-back at combinations of the ground state separations,
shown in Fig. 5.10. As there are three equally populated ground states, the maximum
absorption that can be reached in this way is 3 times the initial absorption (3.3.7). For

our chosen crystal. this is 480dB.
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Figure 5.10: The energy levels that are addressed to maximise the absorption of the anti-
hole. lons in Pr¥SO may be resonant at zero detuning on any one of the 9 possible
transitions. The ions can be pumped into the correct ground state using only the 6
frequencies shown. A more optimal scheme would account for the differing branching
ratios and oscillator strengths.

5.3.3 Avoiding Propagation Effects by Preparing from the Side

Hole-burning experiments typically use a single beam path for all preparation as well
as measurement. As we wish to create an anti-hole in excess of 100dB however, such
a practise is severely limited by propagation effects. The intensity of resonant light is
already reduced by a factor of 10 after travelling through only 10th of the crystal.

Using coherent optical transients such as 7-pulses may reduce these propagation effects
to some degree. but have not been demonstrated with the optical depths we require here.
What's needed is a way to effectively reduce the optical thickness of the ions for the
preparation step, allowing all ions to be addressed, while maintaining high optical depth
for the experiment. A simple solution is to do most of the preparation with light incident
from the side of the crystal instead.

This works especially well as it not only reduces the physical thickness of crystal the
burn-back light must penetrate through, but in PrYSO this axis is also less strongly
absorbing. A 0.005% doped crystal was measured to absorb only 0.2 + 0.1 as strongly
along this axis, that is 2 + 1dB/mm. As the crystal used here is only 4mm wide, the
burn-back beam only has to burn through at most 4dB to reach the centre, as opposed to
~100dB from the front.

In fact, if the experiment is repeated. the absorbing width is reduced to that of the

probe beam. This is explained in Fig. 5.11. When a feature is made, the burn-back beam
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Propagation of the Burn-back Beam
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Figure 5.11: By burning from the side, the optical thickness that the burn-back beam must
propagate through becomes negligible. a) A fresh crystal in thermal equilibrium. b) The
burn-back beam is applied from the side, eventually making the crystal transparent at the
frequencies it addresses. ¢) An empty spectral trench is burned along the narrow probe
path, filling in the holes previously made at the burn-back frequencies. d) The majority
of the erystal remains transparent to the burn-back beam, with the exception of a few
hundred micron where the trench was burned. e) Prepared crystal, with green showing
transmission at the burn-back frequencies, red at the probe frequency.

creates holes at the frequencies it addresses. When the experiment is repeated (before the
holes have had a chance to fill, i.e. within minutes), these holes are only filled in along
the probe path.

This side burn-back (Fig. 5.1) was initially implemented using a broad beam of width
2c¢m, and a cylindrical lens to focus down to a narrow band ~ lmm thick. The cylindrical
lens was later removed. This avoided the problem of maintaining overlap with the probe
beam, and resulted in an observed Rabi frequency of several kHz (i.e. just greater than
the spontancous decay rate) at maximum power. The intensity actually used in this path
was reduced until power broadening wasn’t observed.

Another potential method for reducing propagation effects was investigated briefly.
This is to use a preparation beam along the probe-path, but with a rotated polarisation.
For PrYSO this reduces the absorption scen by a factor of 10. which may be enough to
allow preparation along the probe path depending on other factors such as birefringence.
In such a case, a Pockels cell at 457 or similar would be required to switch quickly between

polarizations for preparation and measurements steps.

5.3.4 Robust Preparation by Competing Processes

We ideally wish to make a top-hat feature. Using simple, narrow-band burn-back gives
us a feature width limited by inhomogeneous broadening in the hyperfine levels— for

PrYSO this is '™ =~ 30kHz. The peak optical depth is also reduced. Using spectrally

inh
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Equilibrium Feature using Competing Pumping
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Figure 5.12: The resultant feature with competitive burning away and burning-in, over 3
orders of magnitude of variation in Rabi frequency. A broadband background clean-up is
also applied.

These parameters are chosen to be similar to those used in experiments. Using the
above expressions, and setting l‘;:‘,h = 30kHz, eq. (3.2) is plotted for three different ratios
of Rabi-frequency in Fig. 5.12. If we were to include other transition pairs, the net result
would be qualitatively the same- the features created on each transition would simply
sum. If the branching ratios were determined solely by oscillator strength., R;, and R,
will be governed purely by light intensity such that the profiles would all be identically
shaped. In practice there will be other decay paths involved however, which should be

taken into account for a thorough calculation.

5.3.5 Cleaning up the Background

By sequentially applying the burn-back and sharpening steps, the feature height may
be gradually increased while remaining sharp-edged. After many repetitions however,
background absorption was found to accumulate outside the range of sharpening beams.
This was mostly due not to spontaneous decay. but to frequency noise on the burn-back
laser. An additional ‘clean-up’ step was added to reduce this background. This was
applied along the probe-beam path throughout the preparation sequence, and detuned to
just overlap in frequency with the scan range used to sharpen the feature. The motivation
of this step was mainly practical rather than necessary: if the laser were to remain stable,
adding this clean-up theoretically allows an arbitrarily long time to perform the other

preparation steps.
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Feature Characterisation by Slicing
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Figure 5.13: Characterising an optically thick feature by slices. a) The burnt-back features
as a lmm aperture is scanned through the burn-back path. b) The same features with an
electric field gradient applied. ¢) A comparison to the case with the aperture removed. d)
By using the measured profile of the feature at these positions, and using the integrated
absorption measured when a field is applied, the profile of the unbroadened feature is
inferred as shown.

variation remains (Fig. 5.14).

5.4 Monotonic Stark Shift in PrYSO

To achieve the field gradient required for a gradient echo (based on Stark shift). perhaps
the most obvious electrode design is a simple quadrupole as in Fig. 5.15. The resultant
Stark-shift is complicated by the crystal symmetry. The measurements show a single anti-
hole splitting into up to 4 components depending on the voltage applied to the electrodes.
Thus applying a field gradient may make 4 different detuning gradients. which will interfere
with the echo efficiency.

The Stark-shift depends on the field direction relative to the transition’s static dipole
moment, and there are 4 different alignments in PrYSO. This is due to the crystal's Cy,
symmetry. The orientations are related by a rotation and a reflection, so that they make
an “X". One symmetry axis of the X corresponds to the alignment of the probe beam.
which is the (' axis of the crystal.

By applying a uniform field as in Fig. 5.15, the different components can be addressed

spectrally so that unwanted components may simply be hole-burned away. In this way a
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Figure 5.14: Variation of spectral density within a PrYSO crystal. By using a moving
aperture, and accounting for the power as a function of position, we can estimate the
density of absorbers in the material as a function of position so long as we remain in
the linear burn-in regime. This is for a lem (along the (';-axis) 0.005% PrYSO ecrystal,
different from the 2cm one used in the other measurements.

monotonic gradient can be obtained. The reduction in optical depth however is drastic: to
keep only one stark component means a 3/4 reduction in optical depth. We can mitigate
this somewhat by retaining two features, if we ensure they stark shift together when the
broadening is applied. For this we aim to achieve a field gradient which has components
along only a single axis, lying in one of the crystal’s symmetry planes (r-z or y-z in
Fig. 5.15). To avoid impacting the echo, the two features must shift together to a level
comparable to the feature sharpness or storage time required, that is the order of 10kHz.
Thus the field needs to be very precise.

This symmetry requirement is met for our simple quadrupole shown. however early
experiments using these failed to reach the efficiencies expected. Investigating the stark
shift caused by these. we find that the monotonicity of the detuning gradient produced is
very sensitive to beam alignment and sample position. A new electrode design is made to
better suit the crystal. We study the shift due to the new design as a function of position
experimentally. By comparison with a finite-element computer model, we can calculate a

worst-case for the effects of misalignment.

5.4.1 Spatial Stark Shift from a Simple Quadrupole

The main reason for the poor performance of simple clectrode arrangement (Fig. 5.17)
can already be seen from the simple measurement in Fig. 5.15: the crystal is much more
sensitive to fields along the €'y axis, while the holder creates a field perpendicular to this.
Thus a large field must be used, and only a small misalignment is needed to give a small
field but large shift along the (% axis.

To better understand the field in the sample, and thus to aid in designing a better set
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Stark splitting by a simple quadrupole

Absorption (dB)
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Figure 5.15: By applying a roughly DC field to the crystal. an initial feature splits into 2 if
the field is along along a symmetry axis, or 4 otherwise. Unwanted stark groups are then
spectrally resolved and may be hole-burned away. Shown here are 6 electrode configura-
tions (colour coded according to voltage as blue=negative, red=positive, black=ground).
This indicates that the dipole moment lies close to the x-axis (the C'; axis of the crystal),
although a possible anisotropy of the permittivity is not accounted for here.
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Spatal Stark-shift using a simple Quadrupoie

Figure 5.16: Stark-shift as a function of position caused by the simple quadrupole elec-
trodes. A lem erystal (and laser) is deliberately displaced by Imm. Each vertical slice
represents an absorption spectrum of an anti-hole created within 0.5mm region. a) and b)
show the gradient configuration (Fig. 5.15, LHS) with and without half the Stark-groups
burned away. In the lower graphs, the left-hand electrodes are grounded, while the other
two have either opposite (¢) or the same (d) polarity. In all measurements the voltage
applied to the ( shown as red(+) or blue(-) in Fig. 5.15) £35V.
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Figure 5.17: The dimensions and details of a simple quadrupole holder, as used in the
finite-element model. This design was used in Fig. 5.15 and Fig. 5.16.
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Figure 5.18: The dimensions of the rotated quadrupole electrodes and holder, as used in
the finite-element model. The pink object is the erystal. The cylindrical objects are Teflon
spacers. Surrounding these are |4 copper block electrodes, with holes and slots for optical
access. This design was used in for the measurements in Fig. 5.19 and Fig. 5.20.

non-systematically, but appears to be a reasonable compromise between the requirements.

To ensure the correct alignment of the probe beam and reduce distortion of the field.
only small lmm apertures were drilled in the end electrodes to allow the light through.
Similarly the erystal position was fixed by precision machining a guide in the Teflon to
fit the crystal. With this, the focused probe beam cannot deviate more than 0.5mm from

the centre of the crystal.

The measurement of Stark shift as a function of position was repeated on this (2cm)
crystal. with the two ‘side’ electrodes (Vy, V) grounded. A feature was created as before,
after which the end electrodes (V. V3) were set to £25V, and the probe beam was scanned
from 0.5-+2MHz to remove the unwanted components. V; and V3 were then both set to
+25V and a further measurement taken. No splitting of the remaining two features conld
then be resolved. In these measurements we can also see a faint anti-hole probably created

by noise on the laser, which has been stark-shifted into our window of interest.

This data was used to match a computer model of this holder, in an attempt to
determine the crystal parameters. The static dipole orientation and magnitudes, as well
as the (tri-axial) crystal dielectric constant, were allowed to vary, to maximise a goodness-
of-fit given by the least-squares frequency difference of the observed lines to the closest
predicted. The best fit corresponded to a dipole moment of 0.13 MHz/V /cm. oriented
12.2° from the C; axis. with a relative permittivity of =10 along the (' axis and ~4
perpendicular. These numbers compare well with other measurements in PrySO using
Stark-modulated photon echoes|[141], although the dielectric constant was not involved

there.

These measurements give us confidence in our model. This predicts a worst-case
splitting of 30kHz due to the possible misalignment allowed by the holder geometry, when
a total broadening of 2MHz is applied (see Fig. 5.20 and caption).
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Spatal Stark-shét using an iImproved holder
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Figure 5.19: Measurement of the Stark shift vs position with the block-holder, and the 2em
crystal, along with a theoretical fit. One Stark subgroup has been erased by first applying
a DC field and burning away one feature (see text). Top: Va4 = =25V, V3 = 25V.
Bottom: Vo4 = 0, Vi3 = £25V. An additional faint absorption feature is also present.

This is probably created by noise on the laser.

An issue with our design is that it was optimised for a lem long crystal®. Our exper-
iments however used a 2cm crystal, which suffered from non-monotonic stark shift near
its front and back faces (as the field goes through a turning point). However. since only
a 15mm slot was made for burn-back from the side, the parts of the crystal so affected

couldn’t be accessed.

5.5 Efficient Gradient Echoes

Putting together the considerations above allowed the demonstration of efficient echoes.
We use the techniques in section 5.3 to create and analyse a feature, and the electrodes
and model used in section 5.4 to broaden it and predict the shift. The layout and stability
considerations described in section 5.1 were also applied.

Theoretical modelling of these echoes agrees well, and provides a good basis for dis-

cussing limitations and improvements to these experiments.

5.5.1 Preparation Sequence

=07

The erystal a 4x4x20mm (D1xD2xb) 0.005% PrYSO single crystal with all faces polished,

from Scientific Materials. It was mounted in the block-electrodes as in Fig. 5.18. It was

‘the very one which was lost in polishing, never to be seen again
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Measurements during preparation
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Figure 5.21: Absorption measurements during the preparation sequence leading to efficient
echoes. a) The spectral trench, 10ms after it was created. b) A feature is created using
sequential burn-back (blue line) then clean-up near the edge of the feature (green line).
The peak optical depth is already beyond the sensitivity of the measurement. ¢) The
feature just before selecting for Stark components. A relatively large background has
accumulated mostly due to noise on the laser. d) A DC field is applied and one Stark
group is burned away, reducing the total absorption by approximately half. The actual
burning step was not recorded. A clean-up field was then applied to the low-frequency
side of the feature and recorded in two steps (blue then green). See text for details.

Periodically throughout the preparation sequence, a quick absorption measurement was
made using a short, weak pulse along the probe path and heterodyne detection. These

measurements are given in Fig. 5.21.

5.5.2 Efficiency Measurements

The finished anti-hole was broadened by applying +20V to the front and back electrodes,
while the side electrodes remained grounded. A 0.6us (FWHM, intensity) Gaussian pulse
was then input along the probe path. The intensity of the probe beam was ~ 1pW, chosen
to be much less than a = pulse but bright enough to give a good signal. After a delay. the
applied voltage was then switched to -20V. These storage and retrieval steps were repeated
5 times with a delay of 10ms between repetitions. The retrieved echoes were measured
using balanced heterodyne detection.

The entire sequence was repeated several times before data was recorded to avoid

burn-in effects and ensure repeatability.
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Figure 5.22: Efficient gradient-echoes. The main figure shows input and retrieved inten-
sities recovered from the heterodyne measurements. each consisting of 5 averaged traces.
The simulated echoes use parameters determined from the inset panels. These show the
simulated and actual measurements of the initial (upper) and broadened (lower) feature.
The simulations mimic the limited spectral resolution of the actual measurements. The
additional delay of the measured echo compared to the simulation may be due to off-
resonant interaction with the edges of the spectral trench, which were not modelled. The
interaction with these edges is larger during the echo than the input as the field gradient
shifts the edges closer. The unusual absorption profile of the broadened sample is thought
to be due to spatial variation in the crystal.

The resultant echoes (Fig. 5.22) were measured using balanced heterodyne, and com-
pared to ‘input’ pulses which were applied 10ms after the initial trench-burning step.
These serve as references to account for optical and detection losses. The efficiency was
measured as a ratio of the area (energy) of the echo to that of the input. For the closest
echo, there is a small time overlap between the input and retrieved pulses. In this case,
the retrieved area is taken to start at the point in time where 99% of the input pulse had
already passed. The efficiencies determined are 69 + 2% for the first and 45 + 2% for the
longer-delayed echo. The uncertainty accounts for the uncertainty in the transmission of

the input pulse through the trench.

To model the experiment, a spatially uniform feature shown in Fig. 5.22b) was used.
We assume this to exist over the 14mm of erystal depth illuminated by the burn-back beam.
A finite-clement model of the electrodes (Fig. 5.20) was used to predict the broadening.
The major factors not accounted for in the model are the spatial variation of the initial
feature (due both to a non-uniform crystal and a non-uniform preparation beam). and
other spectral structure such as the edges of the trench.
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Figure 5.23: The experiment was also performed using direct intensity detection for several
delays. The largest efficiency seen here is 71 4+ 5%, with most uncertainty coming from
measurement of the input pulse size. As the echoes here are not measurably larger than
for the heterodyne case, it is indicated that any distortion of the spatial mode due to
storage must be similarly small. Small noise spikes can be seen caused by electrical pickup
from the oscilloscope trigger. These occur 100ns before the field is switched.

The experiment was also repeated using similar preparation and plain intensity detee-
tion (Fig. 5.23). as any distortions of the beam mode due to storage may ruin heterodyne
mode matching. The sensitivity in this case is much lower, but the measured efficiencies
are not significantly different. We thus expect there is little distortion of the spatial mode

due to the storage.

5.5.3 Predicted Improvements

We use our model to predict the effect of changing experiment parameters. By simply
scaling the experiment so that we have 40mm of active crystal depth (instead of 14mmn), an
efficiency of 88% is predicted. The limitation here is the estimated background absorption
of 2% in the current experiment, scaled to 7%. Further scaling soon begins to decrease
the efficiency as this background becomes more significant. As described in section 5.3.1
however, significantly better should be possible. In the limit of perfect hole-burning, the
modelled experiment reaches a peak efficiency of around 93% when scaled to 10em of
absorbing crystal length. Further improvements would require a sharper-edged feature.
These two simulated situations are given in Fig. 5.24. The increased delay and temporal
width is due to off-resonant interaction with the high-detuning side of the spectrum as

shown in the inset.
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Figure 5.24: Predicted echoes by simply scaling the experiment to 4em (dashed), and by
scaling the experiment to 10cm while also assuming no background absorption (dotted).
This figure follows from Fig. 5.22

5.6 Quantum noise measurements

We have so far demonstrated an efficient classical memory. To consider practicality for
quantum storage, as discussed in chapter 2. we need to make measurements sensitive at
the quantum level. In particular we make repeated homodyne measurements of (nearly)
coherent pulses after storage in the memory.

Each homodyne measurement corresponds to the quadrature operator, and we expect
to see variation as the coherent states are not eigenstates of this operator. The distribution
of measured values maps out the quantum state.

Efforts at similar measurements usually make 10s of thousands of measurements
over all phases, but otherwise identical conditions. This allows the detailed reconstruc-
tion of the quantum state using tomographic, maximum-likelihood, or otherwise based
techniques[160, 35]. If we are only concerned with Gaussian states, we only need to make
(repeated) measurements at 3 different phases to determine the covariance matrix.

Due to limitations in our detection system. sets of only 1000 measurements could be
made at one time before re-preparing the feature. Slight variations in the preparation
meant we are measuring a slightly different memory each time. A further difficulty was
our unstable interferometer meant measurements could only be made at random phases.
Thus while we are interested only in Gaussian states, we cannot measure a single phase
at a time to implement the normal procedure. Instead we use a maximum likelihood

technique to fit a Gaussian state to a set of 1000 measurements. We combine many sets
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Figure 5.25: The parts of a homodyne trace used for measurements of quadrature noise
introduced by the memory (with a relatively large input pulse for clarity). The main
graph shows many averaged measurements within a 5 degrees of the LO phase at which
the homodyne signal is maximised. i).ii) The input and retrieved pulses. iii) The scaled,
smoothed mode envelopes used to make quadrature measurements. iv) Sections used
as a DC reference to cancel slow local oscillator variations, effectively a time-domain
filter. v) Large reference pulses before and after were fit to determine the phase of the
measurement (section 5.1.4).
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Figure 5.26: a)-d) The first set of 1000 quadrature measurements for each attenuation
level. The red(input standard deviation) and green(output standard deviation) shading
together with the eyan(input mean) and green(output mean) lines correspond to the fits
obtained using the Metropolis-Hastings method. e)-h) Show the determined variance vs
phase for the fit, with the width of the shading in this case indicating uncertainty in the
variance.

sample the entire space, while simulated annealing lowers it to arrive at the peak. The
adaptive version that we use optimises this temperature as it runs, and requires very little

. ey
user intervention”.

The fitted value of each parameter is given by the mean of its distribution. This is
not necessarily the most likely value (although we could also find that), but rather takes
into account peakedness in the distribution and avoids local maxima. We can also use the

measured parameter distribution to obtain the full covariance matrix for parameters.

To fit each of our measured data sets, the adaptive algorithm was run for 10000 ac-
cepted steps as ‘burn-in’. i.e. to let the algorithm adapt. A further 50000 steps were
taken, with only every 5th sample kept to give 10000 samples, each sample consisting of
a value for all 5 parameters. The uncertainty in each parameter is taken as the standard

deviation of its sampled values.

Figure 5.26 shows the first set obtained for each pulse size.

5 . . . . .
"Perhaps the biggest advantage of removing tunable parameters is to remove the temptation of tuning
them until results that look “good” to the experimenter are found.
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Figure 5.27: The experiment is performed with no input beam, and the noise in a temporal
mode defined by the pulse is measured as it is translated in time. This shows the effect
of the time-domain filtering, where we subtract off a DC level using a patch before the
input, and after the retrieved pulses (where the depressions are). The left side corresponds
to the echo mode, and the right to the input mode. The bottom panels are obtained by
repeating this experiment with no light incident. The experiment is also repeated again
with the modes shifted in frequency. illustrating that much of the variance is due to low
frequency noise. Crosses correspond to the times of the actual input/retrieved modes.
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Figure 5.28: Subtracting the variance when no light is incident from that with just the
probe blocked reveals the noise on the light. At high frequencies this is the shot-noise level.
The dips at DC are caused by the background subtraction intervals. Crosses correspond
to the times of the actual input /retrieved modes.
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Figure 5.29: Calculated added quadrature noise (Viyem ) and comparison with benchmarks,
normalised to the shot-noise level, and with the memory phase-shift accounted for. a)-d)
Example data sets of 1000 and fits to them, for (N) = 1. 30,500, 19000. e)-h) Calculated
added quadrature noise vs phase. The wide blue line indicates the le uncertainty. The
dotted lines give the phase-insensitive classical (higher) and no-cloning (lower) limits for
the memory.

weighted according to the variance of the estimated variance!)

The levels for the classical and quantum limits are found as in section 2.7.2. For a
memory of 7 = 0.61 efficiency, the (phase-symmetrical) classical and no-cloning limits
correspond to adding 25 = 1.22 and 25 — 1 = 0.22 units of shot noise respectively.

The added noise levels are plotted in 5.29 as well as the benchmark levels. For the
two smaller inputs. we find performance better than both limits. Measurements of the
larger pulses show an excess of phase quadrature noise apparently added by the device,
while it is uncertain whether performance was better than these limits for the amplitude

quadrature.

5.6.5 Added Phase Noise

The apparent addition of phase noise to the memory requires explanation. It is consistent
with a problem in our measurement of phase. During the feature preparation process,
a small background population is replaced into the trench (by laser noise. or just decay
with time). The pulses used as phase references are then transmitted through this slightly
absorbing background, in which they burn a hole over time. This spectral hole changes the
transmitted pulse shape, and delays them slightly. When measuring the input pulses, the

preparation step was replaced by continuous trench-burning. Thus there is no opportunity
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Figure 5.30: Due to a small residual background level, the reference pulses slowly burn in,
and become less reliable as phase references. This figure shows the relative transmission
spectra of the reference pulses. Each trace is an average of 100 pulses in a single set of
1000, centred at 250, 500, and 750. The transmission is relative to the first 100 pulses of
the set.

for a background to accumulate.

The increasing transmission with time is shown in Fig. 5.30.

5.6.6 Phase Modulation of the Temporal Mode

As discussed in chapter 4, storage at high optical depth can introduce some distortion into
the temporal mode (i.e. change the pulse amplitude and phase as a function of time)., A
slight phase shift can be seen across our echo for this reason. This shift has the consequence
that the echo mode is not represented perfectly by the envelope we used (Fig.5.25), which

was calculated simply as the average envelope at the peak phase.

The mode estimated in this way is actually slightly smaller than the real mode. and
thus we slightly underestimate the efficiency. This effect is quite small. as can be seen in
the Fig. 5.31, where we consider the absolute value of the envelope. The difference will

only alter the measured quadrature values by ~ 1%.

If this shift were more extreme, it could be accounted for by treating each measure-
ment as giving two orthogonal quadrature samples, but each with appropriately reduced

accuracy. The limiting case for a large shift is then of course a heterodyne measurement.

Using our power of hindsight, we note that performing all these measurements delib-
erately as heterodyne (by detuning the local oscillator) would likely have been much more

sensible, due to the large effort required to account for low frequency noise in this setup.
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Figure 5.31: The magnitude a) and phase b) of the echo temporal mode. It can be seen
that the phase varies across the retrieved pulse. It can be seen however that the vast
majority remains in the mode given by the mean envelope.

5.7 Other Demonstrations

5.7.1 Multiple Stark Groups

In the standard protocol in the optically-thick regime, with only one detuning group,
switching the field again results in a small echo (going to zero as the optically thickness
is increased). We predicted (section 4.4.5) that if two groups corresponding to opposite
detuning gradients are present, we get a small first echo, but a relatively large second
one. The potential to manipulate different sub-sets of absorbers gives an extra handle on

manipulated light.

To test our predictions experimentally, a feature was prepared as already described.
with one set of Stark subgroups removed as normal. An echo was performed as normal
with the field switched at 1 = 2us, and then reversed again at t = 4pus. The results
recorded using heterodyne detection. The experiment was then repeated identically, but
with the step for burning away one Stark subgroup removed. The results are given in Fig.
5.32.

As expected, leaving all groups intact gives a smaller first echo. but a larger second

echo. The significant distortion to the mode however is also comparable to Fig. 4.14.
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Figure 5.32: Double switching leads to two stage memory. When one stark feature is
burned away, the sample emits most of the light it had absorbed. On switching the
ficld again, little light is released. When two Stark groups are present, the first echo is
suppressed. On switching again however, a relatively large echo is released. This was
predicted theoretically in section 4.4.5.

5.7.2 The Edge Effect

We proposed in the last chapter that in the optically thick limit, the anti-hole effectively
hides one side of the spectrum. This was born out by the high efficiency results, where
only one side of the feature had its background removed.

As a more explicit example, we perform an echo experiment 3 times.

An anti-hole is made using a long. 30s burn-in sequence, with the background on both
sides ‘cleaned” up. An echo experiment is performed with a positive detuning gradient
(detuning increases with propagation depth). Next the sequence is repeated, but the power
of the clean-up beam on the high frequency side is set to zero. This allows background
absorption to accumulate. The echo is performed as before, but with the field polarity
reversed. The experiment is repeated one more time with the same feature shape, but
with the polarity set back to normal.

According to our analysis last chapter, we expect the first two experiments to have a
similar efficiency, while the third should be reduced. This is seen in Fig. 5.33.

In the first it should not matter which side of the feature is ‘seen’ by the light as
both sides are roughly the same. In the second we switched the gradient so that the high
frequency side was seen by the light first. The echo efficiency is hardly affected, as we
expect, while the transmission is reduced. Finally in the 3rd experiment the light is again

incident on the low-frequency side. This time the efficiency is reduced.
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Figure 5.33: The field gradient is applied so that the input side of the crystal is detuned
negatively (the gradient is positive with depth). The upper panels give the measured echo,
while the bottom panels show a single shot (dynamie range limited) measurement of the
initial feature. Left: Both sides of the feature are ‘cleaned’. Middle: The high detuning
side of the feature is cleaned. and the field polarity is reversed. Right: The high detuning
side is cleaned, and the field polarity is returned.
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Figure 6.1: A proof-of-principle, optically rephased echo, expected to meet the noise
requirements for quantum memory. The pulse was incident on a feature prepared within
a wide spectral trench in PrYSO. The signal shown is of intensity as recovered from
a heterodyne measurement. The FID of the (quite narrow) feature can be seen. Two
separate 7 pulses were incident on the sample from the side, i.e. at 90 degrees to the
propagation direction of the original pulse. Spikes in the signal (labelled) were registered
on the detectors during these as the LO beam was re-routed using an AOM to supply the
pulses. This experiment was performed with Sarah Beavan.
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